Sensitivity of the shortwave radiative budget to the parameterization of ice crystal effective radius
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A new effective particle size ($R_{\text{eff}}$) parameterization for ice clouds has been formulated based on depth into cloud relative to cloud top. This parameterization has been developed based on an extensive data set of lidar and radar ice cloud retrievals. Using this parameterization within the stand-alone radiation code from the European Centre for Medium Range Weather Forecasting (cy23r4), the performance of the new parameterization is compared with the more commonly used parameterizations based on temperature and/or ice water content. An evaluation is performed on the basis of observed shortwave fluxes for 13 days with persistent ice cloud decks, with no liquid clouds beneath, over the Cabauw Experimental Site for Atmospheric Research in the Netherlands. For each of these clouds the shortwave flux is calculated after which the distribution of the differences between the observed and modeled shortwave fluxes from the combined 13 days are compared with each other. The new parameterization shows a median absolute difference of 0.7 W m⁻² relative to the observations. The control parameterization based on temperature shows a median absolute difference of 15 W m⁻². Within the framework of the KNMI regional climate model (RACMO2), the new parameterization yields an effective particle size versus temperature distribution very similar to the observed distributions from lidar and radar retrievals. Results from a 1-year integration indicate that the domain averaged monthly mean planetary albedo and transmissivity change by a maximum of 2.6 and 2.4%, respectively, using the new parameterization compared to the temperature-based parameterization.


I. Introduction

[2] Ice clouds play an important role in the energy balance of the atmosphere. They can either cause cooling or warming depending on their altitude, ice water content (IWC), and microphysical properties like the particle effective radius ($R_{\text{eff}}$) and ice crystal habit. The latter is needed to account for the nonsphericity of ice crystals. The effective radius (here defined in terms of the mass and cross-sectional area of the particles) is intended to describe the effective size at which radiation interacts with individual particles. Describing $R_{\text{eff}}$ properly is important as it directly affects the extinction of the solar radiation for a given IWC and hence the local shortwave (SW) transmissivity and reflectivity.

[3] Ice clouds are notoriously difficult to represent in climate models due to uncertainties in ice cloud properties and the inability to adequately account for the complex interactions between radiation, microphysics, and macrophysics within these clouds. The latter is primarily a resolution problem while the former is caused by the lack of coherent global observations; as a result of which, current parameterizations are based on measurements made during single campaigns or a combination of campaigns. Also, a lack of the understanding of ice cloud properties hampers progress. For example, in spite of the availability of measurements, great uncertainty still exists surrounding the concentrations of small ice crystals. Properties derived in this way could be biased due to local or temporal conditions and may not be valid for the full region used in the climate model. In several articles the sensitivity of the radiative fluxes to the assumed $R_{\text{eff}}$ parameterizations has been examined [e.g., Petch, 1998; Iacobellis et al., 2003; McFarquhar et al., 2003], approaching the same problem from different sides. In the paper by Petch, the $R_{\text{eff}}$ sensitivity of the SW flux within the model is tested. The latter two papers mentioned look at the SW flux sensitivity due to changes in the $R_{\text{eff}}$ parameterizations by simulating profiles over remote sensing sites. In the present work the sensitivity of the model is only examined for changes in the radiation code. The atmospheric column is based on observations from a ground-based remote sensing site and not on a model prediction.

[4] A new parameterization for $R_{\text{eff}}$, adopting Francis et al.’s [1994] definition of $R_{\text{eff}}$ ($R_{\text{eff}} = [3 \text{IWC}] / [4 \rho_i A_c]$), where $\rho_i$ is the density of ice and $A_c$ is the cumulative cross-sectional area of all ice particles; see the work of
McFarquhar and Heymsfield [1998] for a detailed discussion on \( R_{\text{eff}} \) definitions), was described in the work of van Zadelhoff et al. [2004]. G.-J. van Zadelhoff et al., An effective radius parameterization for ice clouds using cloud thickness, submitted to Geophysical Research Letters, 2007]. It is derived from the 2 years of observations obtained at two climatologically different sites. Its formulation is based on depth into cloud from cloud top in contrast to more commonly used parameterizations based on temperature, ice water content (IWC), or adopting fixed sizes. The parameterization results in an effective particle size versus temperature distribution very similar to the observed distributions at both sites. This is in contrast to the other parameterizations that do retrieve a reasonable mean \( R_{\text{eff}}(T) \) but yield different \( R_{\text{eff}} \) distributions at different sites.

The apparent strong relationship between depth into cloud and \( R_{\text{eff}} \) is linked to a simple conceptual model of cirrus cloud processes. Near the cloud top in nucleation regions, cloud particles will tend to be small. After formation these particles fall through the cloud and increase in size due to vapor deposition and aggregation [Mitchell et al., 1996] until sublimation becomes dominant, resulting in smaller particles lower in the cloud.

Temperature has been shown to have an important effect on both the ice habit formation [Bailey and Hallett, 2000] and the particle size distribution [Mitchell, 1994], for example, the difference in saturation vapor pressure between water and ice is directly related to temperature and, consequently, to the ice crystal growth rate. Temperature therefore has an influence on the \( R_{\text{eff}} \) but it appears not to be the main cause for the apparent \( R_{\text{eff}}(T) \) relationship at these two sites. The observation that \( R_{\text{eff}}(T) \) and \( R_{\text{eff}}(\text{IWC},T) \) relationships are different for the CloudNET and Atmospheric Radiation Measurement Program Southern Great Plains (ARM-SGP) sites while a single parameterization based on cloud thickness works for both sites indicates that the \( R_{\text{eff}} \) may be relatively more influenced by the particles position in its life-cycle (which is related to its normalized depth into the cloud) and not by the immediate conditions they find themselves in.

It is conceivable that climate models using a \( R_{\text{eff}}(\text{IWC},T) \) parameterizations undergo an unrealistic extra forcing due to the temperature-based parameterization when the temperature alters because of climate change. Even when this extra forcing due to the temperature-dependent optical properties is small in size, its sign is persistent, and its effects may accumulate in the long run. Parameterizations based on cloud depth would not be directly affected by tropospheric temperature changes.

In this paper we utilize the regional climate model RACMO2 [Lenderink et al., 2003; de Bruyn and van Meijgaard, 2005] which was developed at KNMI in recent years by porting the physics package of the European Centre for Medium Range Weather Forecasting (ECMWF) Integrated Forecast System (IFS), release cy23r4, into the prognostic component of the hydrostatic HIRLAM NWP, version 5.0.6 [Undén, 2002]. The ECMWF physics package [White, 2002] of this cycle also served as the basis for the ERA40 project. Of relevance to this paper is the shortwave radiation module, which was originally developed by Fouquart and Bonnel [1980]. The current version solves the radiation transfer equation in four spectral bands, one in the ultraviolet and visible band (0.21–0.69 \( \mu m \)) and three in the near-infrared region (0.69–1.19, 1.19–2.38, 2.38–4.00 \( \mu m \)). Upward and downward fluxes are obtained from the reflectance and transmittance of the model layers, and the photon-path-distribution method is used to separate the scattering from the molecular absorption. The treatment of the interaction of solar radiation with ice clouds will be described hereafter.

Within a climate model like RACMO2 the three model parameters that are linked when calculating the radiative effects of ice clouds are the \( R_{\text{eff}} \), the IWC, and the cloud fraction. Because of the feedbacks between the three parameters, changes to only one of these parameters will result in changes in the radiative heating within the model but are not expected to yield a direct improvement of the model. In order to achieve this, the representation of all three parameters has to be improved simultaneously. The present work is the first step toward this goal; we test how the model responds to different \( R_{\text{eff}} \) parameterizations and use observationally derived IWC and cloud-fractions to compare the radiative transfer calculations to observed surface shortwave fluxes (global irradiances).

The organization of this paper is as follows. In section 2 the parameterizations of \( R_{\text{eff}} \) are described. These are used in section 3 to calculate the radiative transfer in a single column for which the atmosphere is defined. In section 4 the results are statistically compared for 13 days of observations. Section 5 describes how the new \( R_{\text{eff}} \) parameterization is implemented in the regional climate model. Section 6 discusses the main differences for the entire RACMO2 grid as calculated for the different parameterizations. Finally, our conclusions are presented in section 7.

2. Effective Radius Parameterizations for Use in Climate Models

In this work, four different parameterizations of \( R_{\text{eff}} \) are compared. All are diagnostic, with \( R_{\text{eff}} \) based on (1) temperature, (2) IWC and temperature, (3) adopting a constant value for \( R_{\text{eff}} \), and (4) using geometrical cloud thickness. The first one under consideration is the current RACMO2 parameterization adopted from a former version of the ECMWF-IFS (cy23r4). This parameterization (a revision from the work of Ou and Liou [1995]), hereafter referred to as \( R_{\text{eff}}(T) \), is based on temperature only, with a linear transition in \( R_{\text{eff}} \) from 30 to 60 \( \mu m \) between −60° and −40°C. The values are assumed to be constant outside this temperature regime (30 \( \mu m \) for \( T < -60^\circC \) and 60 \( \mu m \) for \( T > -40^\circC \)). The second parameterization is part of a very recent version of the ECMWF-IFS (cy30r1). It uses a combination of IWC and temperature, based on the work by Sun and Rikus [1999] and Sun [2001], hereafter referred to as \( R_{\text{eff}}(\text{IWC},T) \) parameterization. This parameterization links the optical thickness to IWC and temperature only. Both parameterizations are chosen since they are part of the ECMWF radiation scheme and are and have therefore been used extensively (for example, ERA-40 \( R_{\text{eff}}(T) \)). Even though the \( R_{\text{eff}}(\text{IWC},T) \) parameterization in question has been criticized in the literature [McFarquhar, 2001] because of the simplified assumption of a single ice crystal habit (hexagonal columns) making it inconsistent with the
observed mass and area contents, it has continued to remain part of the ECMWF-IFS, and it is therefore used in the comparison presented here. The abbreviations of $R_{\text{eff}}(T)$ and $R_{\text{eff}}(\text{IWC},T)$ used throughout the paper only refer to these specific parameterizations. There are many more similar parameterizations available in the literature [e.g., Donovan, 2003; McFarquhar, 2001; McFarquhar and Heymsfield, 1997; Ebert and Curry, 1992] which will probably give different results in the comparison presented in this work, and they should be compared in a similar manner in future studies. The third parameterization uses a constant value of 30 \( \mu \text{m} \) for all ice clouds.

Finally, a new $R_{\text{eff}}$ parameterization based on geometrical cloud thickness is used, hereafter referred to as $R_{\text{eff}}(H,Z)$, where $H$ and $Z$, respectively, denote the total geometrical cloud thickness and the depth into cloud from cloud top [van Zadelhoff et al., 2004; G.-J. van Zadelhoff et al., An effective radius parameterization for ice clouds using cloud thickness, submitted to Geophysical Research Letters, 2007]. This parameterization is based on observations made at the Atmospheric Radiation Measurement Program Southern Great Plains (ARM-SGP) site (longitude, 97.49°W; latitude, 36.61°N; United States of America) and at the Cabauw Experimental Site for Atmospheric Research (longitude, 4.93°E; latitude, 51.97°N) in the Netherlands. The functional form is a parabola, with coefficients depending on the total cloud thickness. The cloud-depth relationship applied in this parameterization is the same for both sites, in contrast to the temperature- and IWC-based parameterizations, even though the two sites are located in entirely different climate regimes. It is therefore assumed that the relationship is applicable to all ice clouds, at least in the midlatitude, but not to anvil associated to deep convective systems (the enhanced vertical mixing within these clouds lead to larger ice crystals). Future observations from CloudSAT [Stephens et al., 2002] and CALIPSO [Winker et al., 2003] should verify whether this assumption is valid or not. The cloud-thickness relationship is inferred from observations of ice-clouds with an optical thickness smaller than \( \sim 4 \), i.e., those clouds that could be fully probed from bottom to top by the lidar and the radar. The relationship might therefore not be applicable to optically thicker clouds. It is, however, assumed in this work that it holds for all ice-clouds.

In order to assess how the different parameterizations affect the shortwave radiative transfer the response of a stand-alone radiation code (from RACMO2) to a prescribed atmospheric forcing has been investigated. The results are discussed in the next section.

3. Radiation Effects for a Single Column

In the previous section the different parameterizations have been introduced. In order to evaluate the effects of the parameterization on the shortwave radiation and to quantify the differences between calculated and observed irradiances, the parameterization has been included in the stand-alone version of the ECMWF radiation module (cy23r4). This is also the standard radiation module used in the current RACMO2 release.

In order to compare the calculated to the observed fluxes, the atmospheric column has to be as close as possible to the observed vertical structure of the atmosphere. In addition to the general parameters like temperature, pressure, and humidity, this includes the cloud properties IWC, cloud cover, and $R_{\text{eff}}$. The general parameters are taken from the ECMWF-IFS analysis for the column above Cabauw, and the aerosol amounts are adopted from a standard aerosol climatology following the work of Tanre et al. [1984]. IWC and cloud cover are retrieved from the KNMI cloud radar reflectivity, and the $R_{\text{eff}}$ is considered the free parameter for which the SW fluxes are compared. The KNMI 35-GHz cloud radar at Cabauw has been operated virtually nonstop from 2001 up to the first half of 2005 and from November 2005 onwards, giving a nearly continuous database with a 15.5-sec temporal resolution and 90-m vertical resolution up to 11.5 km. Since Cabauw was part of the EU-funded CloudNET program, the entire database can be found at www.cloud-net.org. The radar reflectivity is proportional to the square of the particle mass, which makes the cloud radar extremely useful for detecting the large particles in ice clouds. In general, the cloud radar misses clouds above 12 km and the (high cirrus) clouds with very small particles. Such clouds can, however, be detected by a lidar if the total optical thickness below these clouds is sufficiently small. From the database a sample of 13 days (dates used in this paper: 18 June 2003, 16 August 2003, 15 September 2003, 26 November 2003, 21 February 2004, 4 April 2004, 25 April 2004, 26 August 2004, 17 September 2004, 5 November 2004, 2 December 2004, 4 March 2005, 20 March 2005, for details and data see www.cloud-net.org) has been selected, each with persistent ice cloud coverage for at least a few hours. The days were chosen to have no liquid clouds present. It is assumed that the amount of persistence inferred from the observed time series is representative for the entire cloud-field, also in the perpendicular direction, giving the one-dimensional column (plane-parallel) calculations a reasonable resemblance of the true three-dimensional radiative transfer through the cloud-field. In Figure 1 an example of the measured radar reflectivity during one of these days (25 April 2004) is shown.

From the radar reflectivity and temperature profiles, the IWC is retrieved applying an empirical retrieval proposed by Hogan et al. [2006]. This retrieval has been derived using in situ measurements and should provide a good representation of the local IWC. After mapping the observed cloud properties on the model vertical mesh the atmospheric profiles are fed into the stand-alone radiation code.

An example of such an atmospheric profile as derived for 11:43 UTC on 25 April 2004 is shown in Figure 2,
given are vertical profiles of the calculated shortwave flux profiles for each of the four parameterizations, the IWC profile, and the $R_{\text{eff}}$ parameterizations themselves as a function of both pressure and temperature. The parabolic shape of the $R_{\text{eff}}(H, Z)$ parameterization is clearly discernible, and the cloud layer is found well represented in the model by six cells. The optical thickness and hence the downwelling shortwave flux depend on the vertically integrated IWC/$R_{\text{eff}}$ ratio. In this example the IWC profile is fixed thereby relating the flux directly to the particle size profile. The $R_{\text{eff}}(H, Z)$ parameterization shows a lower SW flux compared with the current temperature-based parameterization because of the smaller particle sizes. The $R_{\text{eff}}(\text{IWC}, T)$ on the other hand assigns too small particles resulting in a too low surface SW flux.

4. Statistical Analysis

[18] In the previous section the various $R_{\text{eff}}$ parameterizations have been compared qualitatively by examining their performance for a single atmospheric profile. In this section the parameterizations are evaluated in a more statistical approach. The profiles derived for the 13 days, mentioned earlier, are sampled at a 30-sec temporal resolution, and only those profiles which fall within a 10-minute overcast window, without any cloud-pixels identified as liquid water, are retained for further analysis. The former requirement is to ensure that the independent column approximation (ICA) is justified, using the one-dimensional plane parallel radiative transfer assumption; the latter is to reduce external influences that are not due to ice clouds. For all remaining profiles, the calculated fluxes are compared to the measurements and normalized to the top of atmosphere (TOA) incoming flux (transmissivity). The transmissivity is used to exclude effects related to, for example, differences in solar zenith angle. Distributions of the differences in transmissivity for the different parameterizations are shown in Figure 3.

[19] In the Tables 1 and 2 the differences in the SW radiative flux and transmissivity are summarized, respectively. The first two columns of Table 2 contain the parameters that describe the distributions seen in Figure 3. The distributions appear to be non-Gaussian, as indicated by their long tails and by the positive skewness of 0.20, leading to differences between the mean and median flux between 5 and 11 W m$^{-2}$ for the different parameterizations. The median, unlike the mean, represents the most probable value for skewed distributions. The results are therefore discussed in terms of the median of the distributions. In Table 1, the 33-, 50-, and 67-quantile values of the distributions are listed together with the error in the median value. The 33- and 67-quantile values give a hint of the width of the distribution. The error in the median is calculated using bootstrapping. This method uses the actual data

Figure 2. Atmospheric profile at 11:43 UTC on 25 April 2004 showing the calculated shortwave flux profiles in the left panel and the effective radius according to each of the four parameterizations in the right panel. The global radiation measured at this instant was 600.1 W m$^{-2}$. The solid line shows the currently used $T$-based parameterization (see Figure 6b). The dashed line shows the constant $R_{\text{eff}}$ of 30 $\mu$m, the dashed-dotted line is based on $T$ and IWC, and the dashed-triple dotted line is the $R_{\text{eff}}$ parameterization. The grey line shows the IWC retrieved for this cloud, with the diamonds showing the individual cloud pixels.

Figure 3. Distributions of the normalized differences between the calculated and measured shortwave fluxes for the different parameterizations. The grey distribution seen in the three panels represent the current temperature-based distribution. In Figure 3a the black line represents the distribution for particles with a constant 30-$\mu$m size, in Figure 3b the line shows the IWC and $T$-based parameterization, and Figure 3c shows the distribution using the $R_{\text{eff}}(H,Z)$ parameterization.
set to construct synthetic data sets by randomly drawing values from the original set (e.g., Press et al. [1992] and Efron and Tibshiran [1993] for more information). The standard deviation of the retrieved median values is assumed to be the error in the median.

[20] The $R_{\text{eff}}(H,Z)$ parameterization shows a smaller median difference in both transmissivity (0.2%) and SW flux at the surface (0.7 W m$^{-2}$) than the three other parameterizations, although the constant 30-µm parameterization results in similarly small differences, −0.4% and −1.5 W m$^{-2}$, respectively. The current RACMO2 parameterization overestimates the median shortwave flux by about 15 W m$^{-2}$ and the transmissivity by 4% due to the assumption of too large particles in thin clouds. The $R_{\text{eff}}(IWC,T)$ parameterization underestimates the median of the SW flux by about 7 W m$^{-2}$ (transmissivity by −1.9%) indicating that the particles are too small.

[21] As discussed before, the $R_{\text{eff}}(H,Z)$ parameterization is formulated using the total geometrical thickness of the clouds. This was originally derived for optically thin cases only ($\tau < 4$), and it is therefore of importance to check whether the parameterization holds for the clouds used in this comparison. In Figure 4, such a check is presented where the differences in SW flux are subdivided into different geometrical cloud-thickness bins with a resolution of 0.75 km. For each bin the median value of the resulting distributions is calculated and plotted for each of the $R_{\text{eff}}$ parameterizations. Linear fits are included to guide the eye. The fits are based on the results for all cloud thicknesses with the exception of the 3.75–4.5 km bin because it was found that the median values of this thickness range show a comparable shift to too positive values for all parameterizations. This indicates that part of the cloud sample that was found to have a thickness within this bin might not have been probed in its full vertical extension, so that either the top part of these clouds are not observed or an entire cloud at higher altitudes is missed by the radar.

[22] The values in Figure 4 indicate that the $R_{\text{eff}}(H,Z)$ parameterization provides a fairly accurate median for all cloud thicknesses. The $R_{\text{eff}}(H,Z)$ parameterization has too large particles (too small optical thickness) for each of the heights resulting in a positive difference for all bins. The good overall comparison found for the $R_{\text{eff}}(30 \mu m)$ parameterization discussed in the previous paragraph is a result of compensating errors, since the $R_{\text{eff}}(30 \mu m)$ parameterization assumes too large particles in thin clouds and too small particles in thick clouds. Finally, the $R_{\text{eff}}(IWC,T)$ shows a good agreement for thin clouds but underestimates the $R_{\text{eff}}$ for thick clouds, resulting in a too large total optical thickness for these clouds. It is mentioned that these results should not be overinterpreted for clouds thicker than 4.5 km as this part of the figure is made up of relatively few points (Figure 4; right panel).

[23] As column or cloud structure slightly vary only between consecutive profiles, the data are correlated even though no information is transferred between different profiles. This correlation could disturb the statistics discussed before. The data set was checked in this respect, and the correlation of ice cloud properties appears to be decorrelated within half an hour. To check if any correlation contributes to a bias, the data are resampled using the bootstrap technique. The days are divided in 30-minute bins. The median in each bin is calculated and combined in an uncor-

---

### Table 1. Parameters Describing the Distributions of the Differences in Calculated Versus Measured Fluxes [W m$^{-2}$]

<table>
<thead>
<tr>
<th>Model</th>
<th>Median</th>
<th>δ-Median</th>
<th>Median 33%</th>
<th>Median 67%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{\text{eff}}(T)$</td>
<td>15.3</td>
<td>0.5</td>
<td>2.8</td>
<td>35.5</td>
</tr>
<tr>
<td>$R_{\text{eff}}(30 \mu m)$</td>
<td>−1.5</td>
<td>0.7</td>
<td>−17.4</td>
<td>10.7</td>
</tr>
<tr>
<td>$R_{\text{eff}}(IWC,T)$</td>
<td>−7.0</td>
<td>0.6</td>
<td>−26.0</td>
<td>5.1</td>
</tr>
<tr>
<td>$R_{\text{eff}}(H,Z)$</td>
<td>0.7</td>
<td>0.6</td>
<td>−15.9</td>
<td>12.8</td>
</tr>
</tbody>
</table>

*The columns list the median, the error in the median, and the 33- and 67-quantiles of the distributions.

---

### Table 2. Parameters Describing the Distributions Presented in Figure 3

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>3hr-bins</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Median $\times 10^{-2}$</td>
<td>Median $\times 10^{-3}$</td>
</tr>
<tr>
<td>$R_{\text{eff}}(T)$</td>
<td>4.0</td>
<td>4.5 $\times 10^{-3}$</td>
</tr>
<tr>
<td>$R_{\text{eff}}(30 \mu m)$</td>
<td>−4.1 $\times 10^{-3}$</td>
<td>8.2 $\times 10^{-3}$</td>
</tr>
<tr>
<td>$R_{\text{eff}}(IWC,T)$</td>
<td>−1.9 $\times 10^{-2}$</td>
<td>−3.5 $\times 10^{-3}$</td>
</tr>
<tr>
<td>$R_{\text{eff}}(H,Z)$</td>
<td>2.0 $\times 10^{-3}$</td>
<td>8.6 $\times 10^{-3}$</td>
</tr>
</tbody>
</table>

*Listed are the median transmissivity and standard deviation using all available points and only half-hour values, respectively. The half-hour values are calculated as indicated in the text.
related data set. The results are presented in Table 2. The median values hardly change for the half-hour bins. The error estimate in the median is enhanced because of the lower amount of points within the statistics compared with the 30-sec resolution data.

[24] The differences between the observed and calculated median and the large spread observed for each of the distributions shown in Figure 3 can be explained as follows. The \( R_{\text{eff}}(H,Z) \) parameterization assumes the complex polycrystal habit of Mitchell et al. [1996] and a bimodal gamma particle size distribution (PSD). This specific habit and PSD were adopted as they gave the best fit to the remote sensing data at the ARM-SGP site [Donovan, 2003]. It can be argued that, during a number of the days that were examined, the ice crystal properties in the clouds above Cabauw were not adequately represented by the assumed properties. As long as the dominant ice crystal property is well represented, different ice crystal shapes would induce a larger spread; however, when a different property represents the dominant species, the distribution could be entirely shifted. The parameterization itself is derived from an effective radius distribution with a certain spread. The application of this parameterization should lead to an understimation of the intrinsic spread of the microphysical properties seen in ice clouds and therefore lead to a spread in the derived fluxes. The same argumentation can be given with respect to the IWC determination. The parameterization of IWC in terms of radar reflectivity and temperature [Hogan et al., 2006] is based on aircraft measurements. Interpretation of aircraft measurements has its own problems as neither the entire range of particle sizes nor the IWC below a certain value (for example, 0.01 g m\(^{-3}\)) can be inferred from the raw measurements without making assumptions. This need for a proper description of the distribution and not just the median values was previously noted by McFarquhar et al. [2003] and Iacobellis et al. [2003]. Even if this is done properly, the database is still limited in time and space and might contain a bias toward the most common ice crystal properties that prevailed during the European Cloud and Radiation Experiment (EUCREX) campaign on which the IWC(Z,T) parameterization is based. The predominant ice crystal properties in the 13 days used in the present evaluation are not necessarily the same as the one during the EUCREX campaign.

[25] An important shortcoming in the calculation of the SW flux may be the plane parallel assumption. Even though days with persistent ice clouds were chosen for which the plane parallel assumption seems reasonable, there are most likely three-dimensional effects, for example, three-dimensional variations in the cloud, aerosol, and water vapor distributions which have not been accounted for. It is thought that the large standard deviation present for all the distributions is an expression of this effect.

[26] Another effect which was not included is that of missing cirrus clouds. The radar (operating at a frequency of 35 GHz) is very sensitive to the particle size/mass and has problems with detecting small ice crystals (<10–20 \( \mu m \) depending on IWC and distance to the radar). Also, ice clouds above 12 km will be missed and can therefore not be taken into account. The effect of including the undetected clouds would be an increase of optical thickness and an even lower calculated flux making the differences for all parameterizations, with the exception of the \( R_{\text{eff}}(T) \) parameterization, even larger.

[27] Finally, the statistics could be influenced by the small number of days for which good persistent ice cloud decks are found. It is possible that the distribution is shifted slightly owing to a single day that is affected by a large number of correlated offsets.

5. Implementation of the New Parameterization in a Climate Model

[28] Having assessed and evaluated the direct influence of the \( R_{\text{eff}} \) parameterization on the SW radiative transfer with observations of shortwave radiation fluxes at the surface, the impact of the different parameterizations on the performance of the KNMI regional climate model (RACMO2) will be investigated. Before presenting the results, the implementation of the \( R_{\text{eff}}(H,Z) \) parameterization in RACMO2 is discussed. The model employs hybrid vertical coordinates with a fixed number of layers. Ice clouds are described by their cloud fraction, ice water content, and effective radius. Cloud condensate and cloud fraction are prognostic variables, whereas the ice/water fraction is diagnosed on the basis of temperature. In all four parameterizations discussed in this paper, \( R_{\text{eff}} \) is diagnosed from local properties (for example, temperature, IWC); however, the \( R_{\text{eff}}(H,Z) \) parameterization also contains nonlocal terms as it depends on the cloud vertical extent.

[29] In order to compute these nonlocal terms, the \( R_{\text{eff}}(H,Z) \) parameterization, which is based on geometrical thickness, must be linked with the model vertical mesh. The vertical resolution in the model ranges from 0.3 to 0.8 km for altitudes of 3 to 12 km.

[30] In the following description, cloud fraction (\( c_i \)) is used for the fraction of the total area covered by clouds within a single model layer \( i \) and total cloud cover for the total area covered by all clouds in the column. The \( c_{ij} \) is decomposed into different cloud fractions (\( c_{ij}(k) \)), where \( k \) denotes the components of the decomposition. The decomposition depends on the cloud fraction overlap between adjacent layers. It is assumed that, within a model layer, there is no subgrid scale distribution in the vertical. If two or more adjacent layers have a nonzero cloud fraction and IWC, a part of the cloud will have a thickness equal to the total thickness of these layers. This part of the cloud is defined by \( c_{ij}(k = 1) \) which is equal to the minimum horizontally overlapping cloud fraction in adjacent layers, assuming maximum overlap. The layers are subsequently checked for the next minimum in the \( c_{ij} \) profile. The procedure of checking adjacent cloud layers for overlapping cloud fractions is repeated until the entire \( c_{ij} \) has been decomposed.

[31] A sketch displaying how this works out for a region of seven adjacent model layers with a cloud fraction greater than 0 and a total cloud cover of 0.4 is shown in Figure 5. In this example the cloud fraction profile can be decomposed into three contributions. The first contribution has a thickness equal to all seven layers (\( c_{ij}(k) = 0.1 \)). The second contribution defines two separate clouds with a total thickness of three layers (\( c_{ij}(k) = 0.2 \) and 0.1), and the third contribution shows two separate clouds (one and two layers thick; \( c_{ij}(k) = 0.1 \)). For each of the thicknesses the \( R_{\text{eff}}(H,Z) \)
parameterization calculates the local effective radius \( R_{\text{eff}}(i,k) \). For a model layer containing multiple contributions, the grid cell effective \( R_{\text{eff}} \) has to be calculated. Since the \( R_{\text{eff}} \) is required for the radiative transfer calculation, the effective \( R_{\text{eff}} \) computed as the \( c_i(k) \) reciprocal of \( R_{\text{eff}} \) (cloud optical thickness \( \propto R_{\text{eff}}^{-1} \)).

\[
R_{\text{eff}}(i) = \frac{1}{c_i} \sum_{k=1}^{k=K} \frac{c_i(k)}{R_{\text{eff}}(i,k)}
\]

The calculation of the effective \( R_{\text{eff}} \) will no longer be needed after the Monte Carlo Independent Column Approximation (McICA [Barker et al., 2002]) has become part of the radiative transfer code. A scheme like McICA automatically takes care of subgrid variations and is, in fact, ideally suited for this type of problem.

As the first test of the implementation of the \( R_{\text{eff}}(H,Z) \) parameterization the resulting temperature relationship has been checked. In many of the \( R_{\text{eff}} \) parameterizations applied in present-day climate models, temperature plays an important role. The \( R_{\text{eff}}(H,Z) \) parameterization does not utilize temperature as a direct input parameter. It is of interest to see if any of the adopted parameterizations is capable of returning a temperature distribution \( (R_{\text{eff}}(T)) \) comparable with the observed distribution. The retrieved distribution (Figure 6a) is based on observations made at the Cabauw site, and it shows the ice clouds that were observed using the combined radar and lidar technique between October 2001 and June 2003. All clouds have been included, also the ones which were not fully penetrated by the lidar. Consequently, an extra peak emerges at high temperatures \((-10^\circ\text{C} - 0^\circ\text{C})\) compared to the \( R_{\text{eff}}(T) \) distribution from which the parameterization was derived [van Zadelhoff et al., 2004]. It was chosen to retain these points in the comparison as these clouds are represented by the model.

The comparison between the observed and modeled \( R_{\text{eff}}(T) \) distributions is performed by operating the ECMWF stand-alone radiation scheme for three of the \( R_{\text{eff}} \) parameterizations \( (R_{\text{eff}}(T), R_{\text{eff}}(H,Z), R_{\text{eff}}(\text{IWC},T)) \) forced by atmospheric profiles obtained from a single RACMO2 forecast run for 1 month (May 2003). For each day, only the 12:00 UTC state is considered and checked for clouds for which the total water content consist of at least 80% ice. The values of \( R_{\text{eff}} \) and the temperature for these cells are combined, resulting in a distribution for each of the parameterizations. Figure 6 shows the results together with the retrieved values at Cabauw. In Figure 6b the \( R_{\text{eff}}(T) \) parameterization is shown. This parameterization returns larger particle sizes compared to the observed mean and, by the nature of the parameterization, the distribution can be described by a linear relationship with a minimum and maximum value. Figure 6c shows the parameterization based on cloud thickness, resulting in a distribution which reasonably well resembles the observed distribution. In the mean the observed \( R_{\text{eff}} \) is overestimated for temperatures less than \(-20^\circ\text{C}\) (up to a factor of two), whereas they compare well for temperatures above \(-20^\circ\text{C}\). There are two reasons for this overestimation. First, it reflects the difference in minimum cloud thickness allowed (the vertical extent of a model layer) in the algorithm, and second, the current parameterization uses the center model layer height to calculate the \( R_{\text{eff}} \) within the parabola. In a future version this will be replaced by a modified \( R_{\text{eff}} \) that corresponds to...
the layer-integrated optical depth \( \alpha = \text{IWC} / (aR_{\text{eff}}(z)^2 + bR_{\text{eff}}(z) + c) \). The midpoint value results in an overestimation of the \( R_{\text{eff}} \) compared with the modified \( R_{\text{eff}} \). Both effects combined result into the larger minimum \( R_{\text{eff}} \) and mean values for low temperatures as is seen in Figure 6c.

[35] The \( R_{\text{eff}}(\text{IWC}, T) \) (Figure 6d) distribution has a lower limit of 22.5 \( \mu \text{m} \), which is larger than the observed minimum, resulting in a large number of values in this size bin. The mean particle size increases for temperatures above \(-35^\circ\text{C}\). This distribution does not show the large amount of clouds with relatively small particles at high temperature as is seen in the observations. This artificial lower limit is due to specific assumptions made in parameterization of Sun [2001]. The originally observed data from which this parameterization was derived has a lower limit of 15 \( \mu \text{m} \) and shows a spread in its distribution [McFarquhar and Heymsfield, 1997]. However, since clouds with optical thickness greater than four were not fully sampled in the observations, this part of the distribution lacks statistical significance.

[36] In conclusion, the distribution of the parameterization based on cloud thickness best reflects the observed \( R_{\text{eff}} - T \) distribution even though temperature information was neither used in deriving the parameterization from the observations nor in applying the parameterization to the radiation scheme of RACMO2. The other two parameterizations, which use temperature as a direct input parameter, perform not as well as the \( R_{\text{eff}}(H, Z) \) parameterization.

6. Effects on a Regional Scale

[37] In this section the impact on the shortwave radiation flux of various \( R_{\text{eff}} \) parameterizations is investigated. This is done on an extended temporal and spatial scale by performing forecast runs for an entire year (1995) in the domain in between 62\(^\circ\text{W} \), 62\(^\circ\text{E} \), 27\(^\circ\) and 75\(^\circ\text{N} \). The results are presented in terms of their mean monthly values, which are calculated using the hourly values from each run.

[38] In Figure 7, the resulting mean difference between the \( R_{\text{eff}}(H, Z) \) and \( R_{\text{eff}}(T) \)-based incoming shortwave radiation flux at the surface and outgoing shortwave radiation flux at the top of atmosphere (TOA) for the month of September is shown. As the \( R_{\text{eff}}(H, Z) \) particle sizes are nearly always smaller in comparison with the \( R_{\text{eff}}(T) \) parameterization (Figures 6b and 6c), the flux at the surface is lower, with a mean difference of \(-2.8 \text{ W m}^{-2} \) for the entire domain for this month and a local maximum difference of \(-14.7 \text{ W m}^{-2} \) over Greenland (not shown). The reflected flux at the TOA shows the reverse relationship with the incoming flux, also due to the smaller particles. The mean difference for the entire domain is \(+2.9 \text{ W m}^{-2} \). The IWC and \( c_1 \) are very similar in both runs, with 60 and 95% of all the ice-clouds’ pixels having values within 5 and 10% of each other, respectively. These differences arise, as for each day, small changes in clouds occur owing to differences in the radiative heating. However, the differences in IWC and \( c_1 \) remain small since each member of the forecast series is initiated every day from the same prescribed atmospheric state in either of the two runs. The mean differences presented above provide lower limits since all hourly values are used (both day and night). The true difference is therefore roughly about a factor of two higher.

Figure 7. Difference in mean incoming shortwave flux (W m\(^{-2}\)) at the surface (top panel) and mean reflected shortwave flux at the top of atmosphere (W m\(^{-2}\)) obtained from RACMO2 hindcast runs for the month September 1995. Compared are the \( R_{\text{eff}}(H, Z) \) ice size parameterization to the current (\( R_{\text{eff}}(T) \)) parameterization.

[39] Note that throughout the domain the surface fluxes are lower and the TOA fluxes are higher for the \( R_{\text{eff}}(H, Z) \) parameterization, except for a few single cells above the Atlantic Ocean (off the coast of Portugal), where the surface flux differences are slightly positive.

[40] Comparing the fluxes and their means directly can be misleading for the winter months as the northern part of the domain hardly receives any solar radiation, resulting in only small differences in the absolute fluxes at the surface. To compensate for this, the difference in flux is normalized with the top of the atmosphere incoming flux, resulting in the difference in transmissivity and planetary albedo. In Figure 8, the difference in transmissivity between \( R_{\text{eff}}(H, Z) \)
and the $R_{\text{eff}}(T)$ parameterization is plotted for 1 year (1995) of model results, showing differences up to 2.6% for the entire grid. The minimum in the spring of 1995 is due to large prevailing cloud-fields in the northern part of the Atlantic Ocean for this period. Also shown is the difference between the $R_{\text{eff}}$(IWC, $T$) and $R_{\text{eff}}(T)$ parameterizations, averaged over the entire domain, which shows a difference of up to −1.1%.

Differences in planetary albedo for $R_{\text{eff}}$(H,Z) and $R_{\text{eff}}$(IWC,$T$) compared with the $R_{\text{eff}}(T)$ are found to be in the order of 2.4 and 1.3%, respectively. The effects found in this section are relatively small compared with what the effects would look like for a climate run. In a climate run, differences in $R_{\text{eff}}$ on the radiation flux profiles would impose a long-term feedback on the model dynamics. For the forecast runs presented here, this effect is absent as the model is reset once a day. The flux differences have a prevailing sign whenever an ice cloud is available thereby forcing the energy balance in the same direction continuously, which would in the long term lead to different climatic solutions. A regional climate model like RACMO2 will only be kept within bounds because of the lateral forcing exerted from a single representation of the global model in which the RCM is embedded.

In conclusion, the $R_{\text{eff}}$(H,Z) parameterization has a definite effect on the energy balance relative to the temperature-based formulation $R_{\text{eff}}(T)$, which is currently used in RACMO2. The $R_{\text{eff}}$(IWC,$T$) parameterization, used in the latest release of the ECMWF-IFS (cy30r1), shows a smaller but still significant difference compared with the $R_{\text{eff}}(T)$ parameterization. To quantify this effect on the shortwave flux in such a way that one can decide which parameterization is more suitable for use in a regional climate model is problematic because of the lack of knowledge about the ‘truth’ and all the interactions and feedback mechanisms present in a (regional) climate model. A more general issue would be that the present-day climate models are balanced in such a way that the best results or skill score is achieved with the standard setup. Changing one parameterization ($R_{\text{eff}}$) requires a rebalancing of other parameters like IWC.

7. Conclusions

In this work the effects of different $R_{\text{eff}}$ parameterizations of ice crystals on shortwave radiative transfer have been intercompared and, whenever feasible, compared to observations. This has been performed in two ways. First, the entire problem is reduced to one of a single column over the Cabauw site in the Netherlands. The atmospheric column above the site is described as comprehensively as possible using active remote-sensing observations. The surface SW flux are computed assuming the different $R_{\text{eff}}$ parameterizations and compared with actual surface flux measurements. This procedure is done for 13 days throughout the seasons for which persistent ice clouds were observed without liquid clouds underneath. Second, a new $R_{\text{eff}}$ Parameterization based on cloud thickness and depth into the cloud has been compared with a temperature based one, running a forecast run for an entire year using the KNMI regional climate model RACMO2.

The most important conclusions can be summarized as follows:

- The default ECMWF $R_{\text{eff}}(T)$ parameterization (based on the work of Ou and Liou [1995]) is showing the largest offset in transmissivity (+4%) compared with the observed values for the 13 days for the single column calculations. The other three parameterizations result in a better agreement where the smallest differences are given by the new $R_{\text{eff}}$(H,Z) and $R_{\text{eff}}$(30 $\mu$m) formulations.
- The $R_{\text{eff}}$(30 $\mu$m) performs well in the comparison as it compensates the too large fluxes for thin clouds with too small fluxes for thick clouds. The $R_{\text{eff}}$(H,Z) parameterization appears to perform reasonably well for all the cloud thicknesses considered in this study, whereas the used $R_{\text{eff}}$(IWC,$T$) performs well for geometrically thin clouds but gives too small particles for thicker clouds.
- The $R_{\text{eff}}-T$ distribution of the parameterization based on cloud thickness best reflects the observed distribution even though temperature information was neither used in deriving the parameterization from the observations nor in applying the parameterization in RACMO2. This in contrast to the other two parameterizations which use temperature as a direct input parameter.
- A definite effect in the radiation balance is found (up to 2.6% in transmissivity and up to 2.4% in planetary albedo) when comparing the $R_{\text{eff}}$(H,Z) parameterization with the current temperature based one. The $R_{\text{eff}}$(IWC,$T$) parameterization of Sun and Rikus [1999] and Sun [2001] shows a smaller but still significant difference to the default $R_{\text{eff}}(T)$ parameterization.
Combining the results of the column calculations and the $R_{\text{eff}} - T$ distributions generated within RACMO2, the $R_{\text{eff}}(H,Z)$ and $R_{\text{eff}}(IWC,T)$ parameterizations are found to perform best overall with the $R_{\text{eff}}(H,Z)$ giving slightly better results in both cases. The good agreement for $R_{\text{eff}}(30 \mu m)$ is partly due to cancellation of errors for different cloud-thicknesses.

The distributions in shortwave radiation flux response from all $R_{\text{eff}}$ formulations show large spreads, which makes it difficult to identify a single best parameterization. This is related to both difficulties in describing the atmospheric profile correctly and in computing the shortwave fluxes at the ground (for example, three-dimensional effects). In principle, all four parameterizations are capable of accurately predicting the median flux at the surface (for a single site) by altering their parameters. For example, changing to a slightly different constant value or shifting the $R_{\text{eff}}(T)$ parameterization to smaller particles would induce this effect. Using a different $R_{\text{eff}}(T)$ or $R_{\text{eff}}(IWC,T)$ from the literature might give a better agreement than the ones presented here. However, as was noted by van Zadelhoff et al. [2004], a single $R_{\text{eff}}(T)$ or $R_{\text{eff}}(IWC,T)$ parameterizations will not be capable of simulating or retrieving the observed median $R_{\text{eff}}$ at different sites. Parameterization like $R_{\text{eff}}(T)$ or $R_{\text{eff}}(IWC,T)$ needs local values based on the local statistical conditions, making them unsuitable to use in regional of global models. Moreover, the $R_{\text{eff}}$ versus temperature distribution generated in the models will not represent the observed one but may only match the observed median/mean values.

The plane-parallel radiative transfer is calculated using a single-column model, whereas the entire three-dimensional cloud structure contributes to the observations. The scatter could be reduced by describing the atmosphere more accurately, by calculating the IWC and $R_{\text{eff}}$ using lidar and radar measurements, by describing the actual optical properties of the aerosols, and by using all the available data to describe the three-dimensional cloud structure. However, this goes beyond the scope of this present study, which attempts to assess the effect of different parameterizations of the effective radius on shortwave fluxes simulated by a regional climate model.

Although the number of dates considered is rather limited, we may speculate that our results are representative for (low convective) ice clouds in general. It is nevertheless desirable to extend this analysis with more observations from sites like the CloudNET sites, Lindenberg, and the different ARM sites. A second issue that may be addressed in future work is how the IWC is represented in climate models as both parameters ($R_{\text{eff}}$ and IWC) are directly linked inside the model.
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